
Draft version July 6, 2023
Typeset using LATEX default style in AASTeX631

Quantifying Poynting flux in the Quiet Sun Photosphere

Dennis Tilipman,1, 2 Maria Kazachenko,1, 2 Benoit Tremblay,3 Ivan Milić,4, 5 Valentin Mart́ınez Pillet,1 and
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ABSTRACT

Poynting flux is the flux of magnetic energy, which is responsible for chromospheric and coronal

heating in the solar atmosphere. It is defined as a cross product of electric and magnetic fields,

and in ideal MHD conditions it can be expressed in terms of magnetic field and plasma velocity.

Poynting flux has been computed for active regions and plages, but estimating it in the quiet Sun (QS)

remains challenging due to resolution effects and polarimetric noise. However, with upcoming DKIST

capabilities, these estimates will become more feasible than ever before. Here, we study QS Poynting

flux in Sunrise/IMaX observations and MURaM simulations. We explore two methods for inferring

transverse velocities from observations – FLCT and a neural network based method DeepVel – and

show DeepVel to be the more suitable method in the context of small-scale QS flows. We investigate the

effect of azimuthal ambiguity on Poynting flux estimates, and we describe a new method for azimuth

disambiguation. Finally, we use two methods for obtaining the electric field. The first method relies on

idealized Ohm’s law, whereas the second is a state-of-the-art inductive electric field inversion method

PDFI SS. We compare the resulting Poynting flux values with theoretical estimates for chromospheric

and coronal energy losses and find that some of Poynting flux estimates are sufficient to match the

losses. Using MURaM simulations, we show that photospheric Poynting fluxes vary significantly with

optical depth, and that there is an observational bias that results in underestimated Poynting fluxes

due to unaccounted shear term contribution.

Keywords: The Sun (1693) — Solar atmosphere (1477) — Solar photosphere (1518) — Solar chromo-

spheric heating (1987) — Solar physics (1476)

1. INTRODUCTION

Quantitative estimates of vertical energy transport in solar photosphere have been limited, yet they are explicitly

relevant to many observed phenomena on the Sun, including flux emergence (Cheung & Isobe 2014; Afanasyev et al.

2021), chromospheric and coronal heating (Withbroe & Noyes 1977; Vernazza et al. 1981), and solar flares and coronal

mass ejections (Tziotziou et al. 2013; Kazachenko et al. 2015; Pomoell et al. 2019). The flux of magnetic energy,

i.e. Poynting flux or Poynting vector, defined as the cross product of electric and magnetic fields, has long been

considered a primary mechanism for the energy transport from the photosphere to the overlaying atmosphere, but

specific magnetically-driven processes and their relative importance have remained somewhat elusive (Steiner et al.

2008; Shelyag et al. 2012; Liu & Schuck 2012; Welsch & Fisher 2015). Typically, the flux of magnetic energy is divided
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into emergence and shear terms. The emergence term arises from advection of magnetic field lines by upward plasma

flows, and the shear term (also called wave term) is associated with twisting of the field lines by horizontal flows.

Quantitative investigations of photospheric Poynting flux are a relatively recent development, owing to the fact that

the intermediate quantities needed to compute it – full electric and magnetic field vectors – are difficult to obtain even

from modern state-of-the-art observations. Significant strides have been made in both magnetic field inversions from

observed Stokes profiles (de la Cruz Rodŕıguez 2019; Asensio Ramos & Dı́az Baso 2019), and electric field inversions

(e.g., Welsch & Fisher 2015; Fisher et al. 2020). However, most of the quantitative studies of Poynting flux have

been constrained to either simulated data (Shelyag et al. 2012; Kazachenko et al. 2014; Afanasyev et al. 2021; Breu

et al. 2022, 2023), or active regions and plages (Kazachenko et al. 2015; Lumme et al. 2019), since in these settings

one deals with relatively high polarimetric signal-to-noise ratios (SNR). In particular, Breu et al. (2022) used high-

fidelity simulations of the quiet-Sun (QS) photosphere to explain heating in a coronal loop, while Kazachenko et al.

(2015) computed Poynting flux from the active region AR 11158 and found it to be sufficient to explain the heating

of chromosphere and corona, according to theoretical estimates in Withbroe & Noyes (1977). However, an analogous,

observation-based study into Poynting flux in QS has not been conducted. Yeates et al. (2014) and Welsch (2014) put

constraints on the coronal energy associated with motions of photospheric footpoints and plage, but they used ideal

MHD formulation of Ohm’s law and they assumed zero upward advective motion, thereby neglecting the emergence

term of Poynting flux. More recently, Silva et al. (2022) produced quantitative estimates of QS Poynting flux, but their

focus was mostly on the horizontal flux and their method also included several simplifications, such as the idealized

Ohm’s law and reliance on apparent motions of magnetic field concentrations to obtain velocities transverse to the

line-of-sight (i.e. parallel to plane of sky).

The studies of magnetic features in the QS have been few and far between due to both the noisiness of observations

and systematic issues. The Sunrise/IMaX balloon-borne probe provides some of the best currently available QS

polarimetry (Mart́ınez Pillet et al. 2011), yet even in this data sample, strong linearly polarized light constitutes only

about 10% of the field of view (Kianfar et al. 2018). Furthermore, there is the outstanding problem of magnetic field

180° azimuthal ambiguity, wherein spectropolarimetric inversions of Stokes profiles return two mathematically valid

configurations of transverse magnetic field. While many methods of disambiguation have been proposed (for review

of some of them and their respective limitations, see e.g. Pevtsov et al. 2021), none of them have been validated on

QS magnetograms. Since full magnetic vector is necessary to compute Poynting flux, the task of disambiguation is

necessary.

As a result of these observational and methodological challenges, quantitative investigations into Poynting flux in

QS have been limited. At the same time, there will soon be unprecedented observations of QS from the Daniel K.

Inouye Solar Telescope (DKIST), which will allow us to improve significantly on spatial resolution, cadence, and/or

polarimetric sensitivity (Rimmele et al. 2020). There are also sophisticated methods of computing Poynting flux, which

have not yet been tested on QS data. This presents a gap in the current state of this discipline, which this paper seeks

to fill. Since QS constitutes the majority of observed photosphere area-wise, it is imperative that we understand the

energy flux from it. The goal of this paper is to compute Poynting flux in the QS photosphere. To this end, we use

several methods and we apply them to both observational and simulated data, with a focus on the former.

The remainder of the paper is structured as follows: in §2 we describe the observational and simulated data we used

in this work, in §3 we explain how we obtain Poynting flux and the necessary intermediate quantities – full velocity,

magnetic field, and electric field vectors. In §4 we describe Poynting flux estimates from the various employed methods,

and in §5 we discuss them. Finally, in §6 we summarize our findings and outline some of the possible future work.

2. DATA

2.1. Observational Data: IMaX

We perform our analysis on spectropolarimetric observations from the Imaging Magnetograph eXperiment (IMaX)

instrument on board the SUNRISE balloon-borne observatory (Mart́ınez Pillet et al. 2011). We use one continuous

IMaX/SUNRISE time series taken on June 9th, 2009 between 01:30:54–02:02:29 UT. This data set covers a 40 × 40

Mm region of QS at the disk center and includes a slowly evolving region of relatively high (> 200 G, for filling factor

unity) magnetic field concentration seen at the bottom of the V Stokes vector map in panels e–h of Fig. 1. The photon

SNR of 1000, cadence of 33.25 s, and sampling resolution of 0.0545”/px make the IMaX data set the best available

source for the purposes of studying Poynting flux in QS. With this combination of cadence and spatial resolution, a
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Figure 1. Left panels, a–d: IMaX Stokes vectors maps at t = 1430 s. Right panels, e–h: IMaX Magnetogram and LOS velocity
map derived using Milne-Eddington inversions. For LOS velocity, a correction was applied to account for the systematic bias
introduced by IMaX Fabry-Perot sensor. The bias scales as a function of distance from FOV center. The green square in the four
right panels (e–h) outlines the region of interest (ROI), which contains the strongest magnetic field concentration. A close-up
view of ROI is shown in Figure 4. See §3.1.1 for detailed discussion. The full FOV is 836 × 836 pixels, the ROI is 100 × 100
pixels, and each pixel is 48 km across.

typical flux element moving at a moderate speed of 3 km s−1 in the plane of sky (see e.g. Asensio Ramos et al. 2017)

would traverse two pixels.

IMaX provides high-quality, diffraction-limited polarimetric observations of QS in the Fe I 5250.2 Å line, which

is sensitive to photospheric magnetic fields. The observations include full Stokes vector (I,Q, U, V ) sampled in five

wavelength positions: ±40 and ±80 mÅ on either side of the Fe I 5250.2 Å line, and at +227 Å in the continuum,

with spectral resolution of 65 mÅ (85 mÅ Gaussian). The IMaX Fabry-Perot sensor introduces a systematic blue

shift which grows as a function of distance from the center of field of view (FOV). We apply a correction in the form

of distance-to-center-dependent red shift to account for this effect on LOS velocity. The level 0 data had also been

corrected to minimize instrumental effects, such as dark and flat-fielding and removal of dust-induced effects, resulting

in non-reconstructed (NR) data (Mart́ınez Pillet et al. 2011). The Q and U noise levels in the NR data set were

estimated to be 8.3 × 10−4Ic and 1.1 × 10−3Ic, respectively (Jafarzadeh et al. 2014). In addition, the IMaX point-

spread function (PSF) was used to apply a phase diversity reconstruction (PDR) to NR data, thereby increasing spatial

resolution to 0.15” at the expense of increasing Q and U noise levels to 2.6 × 10−3Ic and 3.6 × 10−3Ic, respectively

(Kianfar et al. 2018). We used the NR data, with their lower polarimetric noise, for magnetic field inversions, and the

PDR data, with their higher spatial resolution, for velocity inversions.

2.2. Simulation Data: STAGGER

STAGGER (Magic et al. 2013) is a 3-D radiative magneto-hydrodynamic (MHD) code, which solves for conservation

of mass, energy, and momentum equations. Those equations are coupled with radiative transfer equations in local

thermodynamic equilibrium (LTE) non-grey atmosphere on a 48-km grid size. The simulation cadence is 60 s. We use

continuum intensities and transverse velocities from STAGGER simulations of QS to validate velocities obtained with

FLCT and the neural network based method DeepVel, which isdiscussed further in Section 3.2.1.

2.3. Simulation Data: MURaM



4 Tilipman et al.

0 2 4 6 8
0

2

4

6

8

y 
[M

m
]

|B| [G]

100

200

300

400

500

0 2 4 6 8
0

2

4

6

8
Bz [G]

400

200

0

200

400

200 G

Bz [G]

400

200

0

200

400

0 2 4 6 8
x [Mm]

0

2

4

6

8

y 
[M

m
]

LOS Velocity [km s 1]

3

2

1

0

1

2

3

0 2 4 6 8
x [Mm]

0

2

4

6

8
Sz [107 erg cm 2 s 1]

100

75

50

25

0

25

50

75

100

0 2 4 6 8
x [Mm]

0

2

4

6

8
|Sh| [107 erg cm 2 s 1]

20

40

60

80

100

Figure 2. Outputs of a MURaM simulation at the geometrical surface z = 0, which corresponds to optical depth τ = 1.1,
averaged over FOV. The top right panel is the inset designated by the red square on the top center panel. Arrows represent
the orientation of transverse magnetic fields. The vertical and horizontal Poynting fluxes Sz and Sh are computed using the
ideal-MHD method (for details, see §3).

MURaM (Vögler et al. 2005; Rempel 2014, 2017) is a state the of art radiative MHD code used to model a variety of

features in the solar atmosphere and below. The MURaM code solves for mass and energy transfers between subsurface

convective zone and the photosphere, chromosphere, and corona. The simulation we analyze here is based on the case

‘O16bM’ from Rempel (2014) and was extended in the vertical direction by about 500 km. The simulation solves
for all the main MHD quantities (magnetic and velocity vectors, temperature, pressure, heat and energy fluxes) in a

domain with the physical extent of 24.576× 24.576× 8.192 Mm3, with an isotropic grid spacing of 16 km, resulting in

a 1536× 1536× 512 grid. It spans optical depths between approximately 5× 10−8 < τ < 109, i.e. from the convection

zone to the upper chromosphere and transition region. The location τ = 1 is found about 2 Mm beneath the top

boundary. The relevant simulation quantities from a QS MURaM simulation (LOS velocity, |B|, Sz, and Sh) are

shown in Figure 2.

3. METHODOLOGY

Recall that Poynting flux is defined as

S =
1

4π
E×B, (1)

whereB and E are magnetic and electric field vectors, respectively. In §3.1, we first describe how we use the polarimetric

observations to infer the magnetic field B in the quiet Sun. In §3.1.1, we summarize the three methods we use to

disambiguate the azimuth of the horizontal magnetic field: ME0 (Leka et al. 2009b), random azimuth and Poynting-

flux optimization methods. Finally, in §3.2, we overview the two approaches we use to derive the electric field E: the
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PDFI SS electric field inversion method, that solves the Faraday’s induction equation

−∇×E =
∂B

∂t
, (2)

and the simplified electric field inversion method that strictly imposes the idealized Ohm’s law

E = −v×B, (3)

where v is the velocity vector. In the simplified formulation of Poynting flux, where idealized Ohm’s law is imposed

strictly, we can express vertical Poynting flux (Sz) as follows:

Sz =
1

4π
[vzB

2
h − (vh ·Bh)Bz], (4)

where the z and h subscripts denote vertical and transverse variables, respectively. In this expression, the first term

is the emergence term and the second is the wave, or shear, term. In §3.2.1, we describe the two transverse velocity

reconstruction methods, DeepVel and FLCT, since transverse velocities are a required intermediate quantity for using

either of the electric field inversions. For brevity, we refer to the simplified approach as “ideal-MHD” method and to

the PDFI SS method as “inductive method”. We emphasize, however, that both approaches could enforce the ideal

MHD condition, but to different extents: the “ideal-MHD” method does so strictly but the “inductive method” does

not, but could enforce it via ideal non-inductive contribution (see Section 2.4 in Kazachenko et al. (2014))

3.1. Magnetic Field inversions

To obtain the magnetic field configuration and LOS velocity from level-1 IMaX polarimetry, we apply the Milne-

Eddington (ME) inversion code pyMilne (de la Cruz Rodŕıguez 2019) to the NR IMaX data set. We chose this method

for its relative computational efficiency – the assumptions of Milne-Eddington atmosphere simplify the inversion scheme

while adequately capturing the physics of the photospheric Fe I 5250.2 Å line formation. b For each IMaX frame, the

inversion code uses several seeds (nRandom parameter) to prevent the scheme from converging to local minima, and

several Levenberg-Marquardt iterations (nIter) per seed. It should be noted that pyMilne assumes magnetic filling

factor of unity, which may introduce bias in transverse magnetic field inversions (Leka et al. 2022).

We show an example of level 1 Stokes data in panels a–d in Figure 1 and the corresponding outputs of Milne-

Eddington inversions in panels e–h. Clearly visible is the high-V signal region at the bottom of FOV. It corresponds

to a strong B-field region that persists and slowly evolves throughout the observation window. We designate it as

the region of interest (ROI) and denote it by a green rectangle in the four right panels. The ROI is not associated

specifically with either upflows or downflows, as seen from the dopplergram.

We also show the resulting distributions of LOS and transverse magnetic field components in Figure 3. The negative

polarity in ROI is clearly seen in the skewed shape of Bz histogram. As seen from the bottom-left panel, other regions

with strong polarization signal are much smaller in extent. They are also more transient, highlighting the difficulties

of QS polarimetric observations.

As can be seen in Figure 1, the polarimetric signal, particularly in Q and U (panels b and c), is quite weak in our

data (< 200 G in most of the FOV). This is of course to be expected in the quiet Sun regime, where magnetic fields are

only strong enough to produce distinct linear polarization features in 3–16 % of pixels in the FOV of SUNRISE/IMaX

(Kianfar et al. 2018; Liu et al. 2022). In parts of the analysis that follows, we only consider regions of the FOV with

signal strengths above a certain threshold. We chose the threshold of 50 G for masking out pixels with insufficiently

strong magnetic fields, for the following reasons: 1) 50 G is approximately equal to 3σ in magnetic field strength

distribution (bottom right panel of Figure 3), 2) the subset of pixels in FOV with B > 50G closely (within 5 G)

corresponds to the pixels where at least one of Q, U, or V spectra exhibits strong enough (> 3σ) deviations from

continua, 3) this threshold is consistent with the minimum horizontal field strength described in Kianfar et al. (2018),

where the strength of linear polarization features in IMaX magnetograms was found to be in the range 50–500 G.

3.1.1. Azimuth Disambiguation

Azimuthal 180◦ ambiguity is a well-known problem, wherein spectropolarimetric inversions based on Zeeman effect

produce two solutions for B-field azimuth, and the two solutions are mathematically equally valid. Several solutions

to this problem have been proposed. Those include global optimization mechanisms, such as ME0, where the preferred
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Figure 3. Distributions of B-field components in IMaX magnetograms obtained with Milne-Eddington inversions, before
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bin taken over all magnetograms during the observation window. The relatively strong negative polarity is evident in the non-
symmetric Bz histogram. Bottom row, left: LOS velocity map with overlaid contours corresponding to area where polarimetric
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magnetic field configuration results in a globally minimized magnetic energy (Leka et al. 2009b). Other methods

select the orientation of magnetic fields that results in the highest Bz, if the magnetogram is taken off disk center, or

they look for opposite polarities and select an orientation that would close field lines between the polarities (Metcalf

et al. 2006). It should be noted that none of these methods have been rigorously tested in the QS regime, as linear

polarization strength is usually too low to adequately employ these methods.

In this work, we attempt to use three (and end up using two) methods to disambiguate azimuths: ME0, randomiza-

tion, and Poynting flux optimization. We first use ME0, as it is the most physically rigorous of the three methods and

it has been extensively used, including, for example, in Hinode and SDO/HMI data processing pipelines (Leka et al.

2009a; Hoeksema et al. 2014). ME0, or the minimum energy method, is an optimization algorithm that minimizes the

global quantity λ|Jz| + |∇ · B|, where Jz is vertical current and λ is a modifiable scalar parameter that determines

the relative importance of the two terms. As mentioned, ME0 has not been tested on QS data, so, to that end, we

tested ME0 on synthetic magnetograms obtained from the 3D MHD STAGGER code (see §2.2). Unfortunately, ME0

performed poorly on QS magnetograms produced by STAGGER, likely due to different physical assumptions under

which STAGGER and ME0 operate. The issue with ME0 validation warrants a more detailed investigation, but we

leave it for future work, as it is not the focus of the present paper.

While we cannot use full ME0 capabilities, the code is capable of performing a potential field acute angle disam-

biguation. We use this method to disambiguate azimuths in the first frame, and for each subsequent frame, we resolve

the ambiguity using acute angle with respect to the previous frame. Another approach is to use the regular ME0

disambiguation while setting the λ weighting factor for |Jz| to 0. The minimized quantity is then simply the diver-

gence of magnetic field. Like in the potential field disambiguation, we only apply this method to the first frame and

then select the azimuths resulting in an acute angle with respect to the previous frame. In both cases this is done in

order to minimize temporal discontinuities. While not strictly physical, this approach has been taken before, e.g. in

Kaithakkal et al. (2023).

In the absence of a validated physical disambiguation method, we asked two questions: how sensitive is Poynting

flux to the orientation of transverse magnetic fields (in other words, how much does the ”choice” of azimuth affect our

computed quantities of Poynting flux), and what is the maximum Poynting flux that can be obtained from any given

magnetogram that is yet to be disambiguated? These two questions lead us, respectively, to two other disambiguation

methods: azimuth randomization and Poynting flux optimization.

Azimuth randomization can be thought of as an absolutely imperfect disambiguation, wherein we randomly add either

0◦ or 180◦ to the azimuth value of each pixel in a magnetogram. The random assignment for each pixel is performed

independently of its neighboring pixels or earlier azimuth values in that pixel. Thus, this method yields a disambiguated

magnetogram that almost certainly has spatial and temporal discontinuities in transverse field orientations.

The Poynting flux optimization disambiguation method consists of two steps: in the first magnetogram (t = 0), we

disambiguate azimuths in each pixel by selecting the one that results in higher value of Sz as computed using the ideal-

MHD method, i.e. using Equation 3. Then, for each consecutive magnetogram, we select for each pixel the azimuth

value that is closer to the azimuth value of that pixel in the previous frame. In contrast with the randomization method,

where every pixel is completely independent from both its surrounding pixels and that pixel in adjacent magnetograms

in the time series, the Poynting flux optimization method results in some degree of spatial and temporal azimuth

continuity, while also providing us a physical ceiling (i.e. upper boundary) for the Poynting flux. We stress, however,

that this disambiguation method is only physically meaningful insofar as it provides the ceiling for Poynting flux.

3.2. Electric Field Inversion Methods

To find the electric field needed to estimate the Poynting flux (Equation 1), we use two approaches. The first “ideal-

MHD” approach strictly enforces the ideal MHD condition (Equation 3). We then use Doppler measurements to derive

the vertical velocity component and two reconstruction methods, FLCT and DeepVel, to invert the transverse velocity

component (see §3.2.1 below). In the second “inductive” approach we use the PDFI SS method to derive the electric

field directly by inverting Faraday’s law without necessarily enforcing the ideal MHD condition (see §3.2.2 below).

3.2.1. Transverse Velocity Inversion Methods

As shown in Section 3, the full plasma velocity vector (or alternatively, the horizontal electric field) is required to

compute Poynting flux. Unlike the LOS velocity, which could be recovered from Doppler data (e.g. Welsch et al.

2013), transverse velocities cannot be directly inferred from observables. The two velocity retrieval methods we use in
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Figure 4. Close-up view of the strong magnetic field region of interest (ROI) at the bottom of FOV (see panels e–h of Figure 1)
showing magnetic field azimuthal angles obtained via randomization (top left), optimization (top center), matching to potential
field (bottom left), and minimizing B-field divergence (bottom center). The top right panel shows the spatial distribution of
horizontal magnetic field in the same region, where green contours correspond to regions with |B| > 200 G. The bottom right
panel shows LOS magnetic field.

this work are Fourier Local Correlation Tracking (FLCT, Fisher & Welsch 2008) and a convolutional neural network

(CNN) DeepVel (Asensio Ramos et al. 2017).

FLCT (Welsch et al. 2007) is a plasma flow tracking method that takes two consecutive magnetograms or intensi-

tygrams and, using a finite sliding window, infers the plane-of-sky displacement needed to produce the second map

from the first one. It has been used as the flow inversion method for PDFI SS (Kazachenko et al. 2015; Lumme

et al. 2019; Afanasyev et al. 2021) and for tracking flows in various environments (e.g., Tremblay et al. 2018; Löptien

et al. 2016), but it has some constraints. The main constraint of the FLCT approach is that it assumes that any

change in continuum or magnetic field intensity is due to advective motion without obeying the induction equation

(i.e. FLCT measures an optical flow). Secondly, FLCT has been applied to data with either relatively strong magnetic

fields (Welsch et al. 2012; Lumme et al. 2019), where tracking is made possible by relatively large S-N ratios, or to

low-resolution and large FOV images, where the objective was to track meso- and super-granular motions (Fisher

& Welsch 2008). Neither of these contexts applies to our QS case: magnetic concentrations are, for the most part,

transient and limited in spatial extent and strength, making it necessary to rely on continuum images, and the relevant

scales of plasma motions are well below even meso-granular scales.

To validate FLCT plasma flow inferences in a setting more closely resembling the IMaX observations, we apply the

FLCT to continuum images from STAGGER simulations. We find the correlation between FLCT and reference flows to

be low, with the Pearson correlation coefficient of at most r < 0.45. The correlation is even weaker if the σ parameter,

which defines the width of sliding Gaussian window, is lower than 10 pixels or higher than 15. In our work, we pick
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Figure 5. Comparison between the velocity fields computed by the STAGGER simulation (left; reference) and those predicted
by DeepVel (center) and FLCT (right) velocity tracking methods. Both FLCT and DeepVel velocity fields were obtained using
STAGGER simulated QS intensities, which serve as background for the figure. Note the different scale for FLCT vector arrows.

σ = 10, as it produces the strongest correlation. Following analyses in Schrijver et al. (2006) and Tremblay et al.

(2021), we consider three other correlation metrics between reference STAGGER velocities and velocities obtained

from inversions: the spatially averaged relative error

Erel[vinv,vref] ≡

〈√
(vref − vinv) · (vref − vinv)

vref · vref

〉
,

the vector correlation coefficient

C[vinv,vref] ≡
⟨vinv · vref⟩√

⟨vref · vref⟩ · ⟨vinv · vinv⟩
,

and the cosine similarity index, which measures the global spatial distribution of velocity vector orientations

A[vinv,vref] ≡
〈

vinv · vref

∥vinv∥∥vref∥

〉
,

where the < · > operation denotes spatial averaging.The C coefficient is defined so that it is 0 when the velocity vectors

are perpendicular everywhere and 1 when parallel everywhere. Likewise, the A coefficient is −1 when the vectors are

anti-parallel and 1 when identical. Thus, the agreement between two vectors is the better the closer both C and A

are to unity. For mathematical expressions of these metrics, see equations 3–5 in Tremblay et al. (2021). For FLCT,

the values of these metrics are (Erel = 1.09, C = 0.35, A = 0.21). FLCT and reference STAGGER flows are also

qualitatively different (see Figure 5, left and right panels). STAGGER velocities show a clear pattern of divergence

in granules and convergent flows with vortices in intergranular lanes (IGLs), whereas FLCT velocity fields are much

more laminar (and smaller in magnitude) on average.

We find that FLCT velocity inferences in QS can be improved by averaging instantaneous velocities over 30-minute

time windows (Asensio Ramos et al. 2017; Tremblay et al. 2018). The correlation coefficient between FLCT and

STAGGER velocities then improves to r = 0.75, but, considering the photospheric timescales are on the order of five

minutes, such improvement comes at a cost of losing time-dependent information. We therefore conclude that the

FLCT method is an inadequate velocity inversion for our purposes, where instantaneous or near-instantaneous (< 2.5

minutes) velocities are to have high fidelity.

In addition to FLCT, we use Deepvel – a convolutional neural network that has been previously used to infer

velocities on granular scales, including in the quiet Sun (Asensio Ramos et al. 2017; Tremblay et al. 2018; Tremblay

& Attie 2020). DeepVel is trained using simulation data, for which all flow components are known, to map a pair of

input images (e.g., continuum intensity images at two timesteps) to the transverse flows at a given optical depth or

geometrical height. This approach is known as supervised learning. In other words, the output velocities approximate



10 Tilipman et al.

8 6 4 2 0 2 4 6 8
STAGGER

8

6

4

2

0

2

4

6

8
De

ep
Ve

l
a)

vx [km s 1]
Reference (1:1)
y=0.98x+0.094 [km s 1]
MAE: 0.69 [km s 1]
Pearson r: 0.91

0

50

100

150

200

250

8 6 4 2 0 2 4 6 8
STAGGER

8

6

4

2

0

2

4

6

8

b)
vy [km s 1]

Reference (1:1)
y=1x+0.048 [km s 1]
MAE: 0.66 [km s 1]
Pearson r: 0.92

0

50

100

150

200

250

300

4 3 2 1 0 1 2 3
STAGGER

4

3

2

1

0

1

2

3

c)
v [s 1]

Reference (1:1)
y=0.99x+0.00043 [s 1]
MAE: 0.45 [s 1]
Pearson r: 0.88

0

500

1000

1500

2000

2500

3000

3500

4000

3 2 1 0 1 2 3
STAGGER

3

2

1

0

1

2

3

d)
z [s 1]

Reference (1:1)
y=0.94x+0.00011 [s 1]
MAE: 0.49 [s 1]
Pearson r: 0.70

0

1000

2000

3000

4000

5000

6000

Nu
m

be
r o

f p
ix

el
s

Figure 6. Scatterplots comparing the velocities inferred by the Deepvel neural network to the STAGGER simulation (refer-
ence): (a) vx, (b) vy, (c) ∇h · vh, and (d) ωz = [∇× v]z. Statistical metrics are provided in legends to each panel. MAE stands
for mean absolute error.

what the flows in the training simulation would be if we assume that the input data provided to the neural network

was generated by the training simulation (i.e., there is a model dependency). For this work, we train DeepVel on a set

of STAGGER data frames. To test the trained network, we run it on a STAGGER intensity map that is outside of the

training set. The test map has the same properties as those described in Section 2.2. Similarly to the previous works,

we find that DeepVel instantaneous velocities are highly (r = 0.91) correlated with simulated velocities (Figure 5).

We find that correlation metrics values are significantly higher for DeepVel (Erel = 0.74, C = 0.91, A = 0.87) than for

FLCT. These are stark improvements over FLCT in terms of the accuracy achieved without losing temporal resolution

via time averaging. Even though DeepVel is limited in ways that may have implications for our results (as discussed

further in §5 and in e.g. Tremblay & Attie 2020), we choose to apply DeepVel to IMaX intensitygrams to retrieve

transverse velocities in our analysis. Hereafter, all retrieved transverse velocities are obtained with DeepVel rather

than FLCT. We note, however, that DeepVel is not without its limitations. Even though we get really good agreement

(r ≈ 0.9) between simulation and DeepVel velocities and divergences, DeepVel is not as reliable at reproducing

vorticities (see Figure 6, panel d).

3.2.2. PDFI Electric Field Inversion Method

To find Poynting flux without assuming ideal MHD conditions, we use the PDFI SS method (Fisher et al. 2020).

Briefly, the magnetic field in the PDFI SS method is expressed as a sum of poloidal and toroidal components. This

decomposition allows to derive the inductive component of the electric field from observed quantities by uncurling

the Faraday law (Equation 2). The gradient of a scalar part of the electric field that appears due to uncurling of

the Faraday’s law is called “non-inductive” and could be computed from additional constraints, including ideal MHD

constraint E ·B = 0 (Kazachenko et al. 2014).

PDFI SS has been used to describe the evolution of Poynting flux and magnetic helicity in multiple works, but

notably, these were all concerned with either observed or simulated active regions (Kazachenko et al. 2015; Lumme

et al. 2019, e.g. ) or regions of flux emergence (Afanasyev et al. 2021, e.g. ). To our knowledge, PDFI SS has not been

applied to QS magnetic fields. Apart from the general challenge of studying QS magnetism, the reliance of PDFI SS

on the
∂B

∂t
term in Faraday’s law makes it especially susceptible to noise. To mitigate the influence of noise, we set

the bmin parameter, which masks pixels with lower magnetic field strength (see Section 10.2 in Fisher et al. 2020), to

50 G – the same threshold we choose in §3.1. PDFI SS also requires high cadence observations, so as to not miss the

transient magnetic concentrations that are ubiquitous in QS (Gošić et al. 2018).

4. RESULTS

We compute Poynting fluxes using two approaches: from velocity fields together with the ideal MHD assumption, and

the PDFI SS electric fields, where time derivatives of magnetic fields are used as a source term. Within each approach,

we use randomly disambiguated azimuths and azimuths obtained via the optimization procedure (see Section 3.1.1).

We show temporal evolution of Poynting fluxes in both settings in Figure 8.

As discussed in §3.1.1, azimuthal orientation of vector magnetic fields can affect Poynting flux magnitudes. Since one

of our two principal methods of azimuthal disambiguation relies on randomizing azimuths on a pixel-by-pixel basis,

we investigate the resulting uncertainty in Poynting fluxes in ideal-MHD setting by repeating the randomization for

each magnetogram 5000 times. We find average Poynting flux estimates in each frame to be highly robust to different
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realizations of azimuth randomization, with both signed (net) and unsigned (absolute values) fluxes tightly clustered

(see Figure 7). We also find that in the ideal-MHD setting, the emergence term vzB
2
h dominates both signed and

unsigned fluxes over the shear, or wave, term (vh · Bh)Bz (see Equation 4), which accounts for less than 1% of the

total vertical Poynting flux.

The left panel of Figure 8 shows the Poynting flux evolution for the ideal-MHD case. Different plot colors correspond

to spatially averaged Poynting flux (Sz) in all pixels as well as only in pixels where the magnetic field strength (|B|)
exceeds 50 G and 100 G thresholds. The first thing to note here is that the choice of azimuth disambiguation method

plays a negligible role on Sz values. The largest difference is in the first frame, where, in the optimization procedure,

we explicitly optimize for largest Sz value. In just over one minute this difference disappears, and Sz values stabilize

within the range 6.0± 0.56× 105 erg cm−2 s−1 and 1.1± 0.087× 107 erg cm−2 s−1 for all pixels and pixels with high

B-fields, respectively. This is consistent with our analysis of the randomization procedure shown in Figure 4, where

we find very little variation in FOV-integrated Sz across different azimuth realizations.

We also observe that selecting pixels with relatively strong |B| increases the average Sz by an order of magnitude,

but there isn’t much variation between 50 G and 100 G thresholds (or even 150 G threshold and above, which aren’t

shown here). Increasing the threshold to 100 G, however, reveals quasi-periodic oscillations that could conceivably be

linked to 5-minute photospheric oscillations (Leighton et al. 1962; Ulrich 1970).

Figure 8 (right panel) shows Poynting fluxes derived from the PDFI SS method. Recall that, since we set the bmin

parameter to 50 G, all pixels with magnetic fields below that threshold are set to zero and are not considered in the

following analysis. We find that these estimates are very different from the ideal-MHD estimates shown on the left

panel. Firstly, the optimized (randomized) S̄z is−2.1±13×105 (−1.3±9.4×105) erg cm−2 s−1 – significantly lower, even

in terms of absolute values, than S̄z in the ideal-MHD case with pixels with weak magnetic fields counted. Secondly,

in both cases (randomized and optimized azimuths), Sz oscillates around zero and is sometimes well below it, meaning

that magnetic energy is transported downwards instead of upwards. Thirdly and less surprisingly, Sz values obtained

from the randomization and Sz optimization disambiguation methods are much more different from one another than

in the ideal-MHD case. This is due to the fact that PDFI SS uses spatial and temporal derivatives of the B-fields

to compute Sz, and both are affected in the randomization procedure which produces highly discontinuous magnetic

field configurations, more so than in the case of optimized azimuths. However, the two other azimuthal ambiguity

resolutions – from potential field and from |∇ ·B| = 0 – also produce Poynting fluxes that oscillate frequently around

zero and almost never exceed 2 × 106 erg cm−2 s−1. This most likely indicates that significant spatial and temporal

discontinuities are present in IMaX QS magnetograms regardless of the azimuthal disambiguation method, as can be

seen in Figure 4.

To evaluate how Poynting flux and its components vary in height, we use the outputs of MURaM simulations, since

IMaX data set only includes data from one optical surface. In Figure 9, we compare Poynting fluxes derived directly

from MURaM simulations. We find that MURaM averaged vertical Poynting flux reverses sign very close to the τ = 1

surface, and that it is exceeded by |Sh| from the convection zone until well above τ = 0.1. We find that at τ = 1,

Sz = 4.38× 106 erg cm−2 s−1, and it rises to 2.28× 107 erg cm−2 s−1 at τ = 0.1.

5. DISCUSSION

In their seminal paper, Withbroe & Noyes (1977) derived a threshold of upward energy flux from the photosphere

that would be necessary to explain chromospheric and coronal heating in the quiet Sun – Sz,thr = 4.3 × 106 erg

cm−2 s−1.In MURaM simulations, vertical Poynting flux at τ = 1 is just above the Sz,thr value from (Withbroe &

Noyes 1977). This is consistent with existing MURaM simulations, where hot corona is maintained by photospheric

magnetoconvection (Rempel 2017; Breu et al. 2022, 2023). However, we find that in IMaX observations, there is

not enough Poynting flux whether we use the ideal-MHD method or PDFI SS, unless we consider only strong B-field

pixels in the ideal-MHD case (Figure 8). Furthermore, in the ideal-MHD case, vertical Poynting flux is lower than

the minimum value required for heating by an order of magnitude. On the other hand, PDFI SS values are closer to

4.3× 106 erg cm−2 s−1 in magnitude, but are frequently negative, indicating downward energy flux.

What are the possible causes of discrepancies between different Poynting flux estimates, and why is Poynting flux

negative in some of them? We propose several physical and methodological explanations.

A non-trivial methodological issue with our analysis is the weak signal strength in the quiet Sun. This is particularly

severe when it comes to Q and U Stokes vector signal strength, which adversely affects our inversions of Bh. Even in

the ROI, where magnetic field strength exceeds 200 G – a relatively high value for our data set – there are significant
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Figure 7. Histograms of the spatially averaged Poynting flux within the FOV at t = 1430s. The computations were performed
using the ideal-MHD method with 5000 realizations of randomized azimuth disambiguation. The vertical red line corresponds
to the value of the emergence term of Sz (see §4).
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discontinuities in the spatial distribution of horizontal magnetic field (right panel of Figure 4). These gaps affect both

ideal-MHD and PDFI SS Poynting flux inversion methods. In ideal-MHD, as can be seen from Equation 4, Poynting

flux is highly sensitive to Bh as it appears in both terms of the expression. In PDFI SS, Bh uncertainties affect both

the v×B term as above and the spatial and temporal derivatives of the magnetic field.
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Figure 9. Average Poynting flux in MURaM simulations as a function of optical depth. Red curve shows transverse Poynting
flux. The x-axis corresponds to a vertical range of ∼ 0.35 Mm. The black curves (grey diamonds) correspond to vertical
Poynting flux computed on geometrical (optical) surfaces and spatially averaged over subsets of pixels with varying magnetic
field strengths. The dotted curve represents the emergence term (vzB

2
h) of the vertical Poynting flux averaged over all pixels on

geometrical surfaces. The blue curve represents the response function of the Fe I 5250.2 Å line in IGL in arbitrary units. Its
peak is at τ = 3 × 10−3, which is slightly below 400 km. The horizontal and vertical orange lines in the inset represent Sz,thr

from Withbroe & Noyes (1977) (see §5) and the τ = 1 surface, respectively.

Method Target Sz [erg cm−2 s−1]

present work, ideal-MHD observed QS, all pixels 6.0± 0.56× 105

present work, ideal-MHD observed QS, high B-field pixels 1.1± 0.087× 107

present work, PDFI SS observed QS −0.21± 1.3× 106

present work, MURaM simulated QS, geometrical surface z = 0.000 Mm (τ = 1.1) 4.36× 106

present work, MURaM simulated QS, geometrical surface z = 0.128 Mm (τ = 0.11) 2.28× 107

present work, MURaM simulated QS, optical surface τ = 1.0 −3.11× 107

present work, MURaM simulated QS, optical surface τ = 0.1 1.94× 107

Kazachenko et al. (2015), PDFI SS AR 11158 108 − 109

Welsch & Fisher (2015), ideal-MHD AR 10930, plage ≈ 5× 107

Table 1. Summary of photospheric Poynting flux estimates in the present work and in existing literature.

Uncertainties in transverse magnetic field inversions Bh propagate into issues with azimuth disambiguation. However,

we see that with the IMaX signal strength, they do not meaningfully affect Poynting flux estimates, especially in the

ideal-MHD scenario (Figure 7). Instead, the emergence term vzB
2
h is responsible for virtually all signed Poynting flux

and 99% of unsigned Poynting flux. This is qualitatively consistent with some of the existing literature (e.g., Liu &
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Figure 11. Same as Figure 10, but for the optical depth τ = 0.1 and geometrical surface z = 0.128 Mm with spatially averaged
optical depth τ = 0.11.

Schuck 2012), but this fraction is much higher than in previous works. This is likely due to the weak magnetic field

signal in our observational sample: For the shear term to be present, both linear and circular polarization signatures
must be strong in the same pixel.

Transverse velocity inversions are another potential source of errors in Poynting flux inversions, though in the present

work it is also likely to be a secondary order error. As discussed in §3.2.1, vorticity values inferred with DeepVel may

be unreliable (Figure 6). Further, we do not have access to “ground truth” when it comes to transverse velocity

on the real Sun, and a neural network trained using supervised learning generates predictions that are only as good

as the simulations they were trained on (from the relationship between continuum intensity and transverse flows, to

the topology and magnitude of the flows). In MHD simulations, including STAGGER and MURaM, vortices are

mostly concentrated in IGLs and have been shown to be spatially correlated with vertical Poynting flux in MURaM

simulations (Yadav et al. 2020, 2021). This, then, presents a clear avenue for improvement, particularly when DKIST

observations with higher spatial resolution (down to 0.03”, Rimmele et al. 2020) become available, since features in

IGLs are especially vulnerable to resolution effects. Another way to improve the neural network approach is to train

it to match coherence spectra, i.e. to match velocities at different frequencies in the Fourier space, as was done in

Ishikawa et al. (2022).

Poynting flux inversions themselves can still be improved. We already explained how, unlike PDFI SS, the ideal-

MHD method does not account for Poynting flux derived from
∂B

∂t
, but PDFI SS also has limitations. It has not been

tested in the QS regime, particularly when only one polarity (negative in our case) of Bz is present in the FOV.
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Another explanation for negative vertical Poynting flux coulde be due to physical reasons. There are several pieces

of evidence in favor of that possibility.

First, we are studying Poynting flux at the boundary layer between convection-dominated layers below the photo-

sphere and radiation-dominated atmosphere. In such environment, it is reasonable to expect all energy fluxes (e.g.

mass flux, convective flux) averaged over a representative FOV to become dominated by their horizontal components,

which are mostly self-canceling, while vertical components approach near-zero values (Steiner et al. 2008). This is

indeed the case in IMaX observations. Assuming ideal MHD conditions, we find that the horizontal Poynting flux

(|Sh|) exceeds |Sz| by a factor of ≈ 3. Silva et al. (2022) analyzed the same IMaX data set we use in our work and

reported an even higher ratio of horizontal-to-vertical Poynting fluxes, likely due to higher velocity values in their

inversions.

In MURaM simulations, we see that Poynting fluxes are principally concentrated in IGLs. An important corollary

from this observation is that the emergence term of Poynting flux, which can only be negative provided vz < 0, is

primarily negative in photospheric and chromospheric heights, which is indeed what we find (see Figure 9). Therefore,

on average, the wave term of Poynting flux is larger in magnitude than the emergence term, in stark contrast with our

findings in IMaX observations. As discussed above, this is likely due to a strong observational bias, wherein both IGL

structure and magnetic concentrations that are not trivially oriented (neither completely parallel nor perpendicular to

LOS) are subject to instrumental limitations. Observed ideal-MHD Poynting fluxes in IMaX, which are dominated by

the emergence term yet positive, likely arise from magnetic concentrations located in granule interiors, such as those

inside the ROI (see Figure 4). Analogs of such a structure can be seen in MURaM simulations as well, e.g. in Figures

2 and 10 at [x, y] = [3.5 Mm, 3.5 Mm] (just left and below of the center of FOV).

There are of course caveats when it comes to optical depth. First, it is unclear what optical depth corresponds to

the formation of Fe I 5250.2 Å line, which we used for spectropolarimetric inversions. It is evident that the line forms

somewhere in the photosphere, but we are not aware of existing studies that looked at its response function. We find

that this could be important, since in MURaM simulations average Poynting flux values are sensitive to changes in

optical depth: from τ = 1.1 to τ = 0.63, Sz increases by a factor of 2.7 (see Figure 9). To see where the Fe I 5250.2

line could form, we calculate its response function using a MURaM atmospheric profile (Rempel 2014). We use one

profile from granule and one from IGL, and in both cases (the latter is shown in Figure 9) we find that the line forms

in the photosphere (300–400 km), but that it has a broad formation height range.

The second caveat related to optical depth is that a constant τ surface is very different from a constant height

surface, and Poynting fluxes computed on optical surfaces deviate significantly from those computed on geometrical

surfaces with comparable optical depth averaged over the FOV (see Figures 10 and 11). In particular, while the

average Poynting flux computed on the geometrical surface with τ = 1 may be sufficient to match energy losses in the

chromosphere and corona, the average Poynting flux computed on the geometrical surface τ = 1 is far from it, as it

is −3.11 × 107 erg cm−2 s−1 (Figure 9). Despite these differences, we treat all of our vector quantities’ components

as being either parallel or perpendicular to plane-of-sky (and line-of-sight). This can lead to unphysical results, since

we are essentially dealing with vector projections and not true vectors. It is especially so in regions where optical

surfaces are least aligned with geometrical ones, such as on the boundaries between granules and intergranular lanes.

Incidentally, this is where 1) MURaM vertical Poynting flux is primarily concentrated, 2) transverse flows have the

most shear and vorticity, and 3) resolution constraints have the highest detrimental effect (Leka et al. 2022).

6. CONCLUSIONS

In this work we used two approaches – the ideal-MHD and the PDFI SS methods – to compute average photospheric

Poynting fluxes from IMaX polarimetric observations. We tested several methods for deriving intermediate quantities

required for computing Poynting flux. Principally, such quantities include the magnetic field azimuth, transverse

velocities, and electric fields. We also looked at the outputs of 3-D radiative MHD code MURaM between τ = 109

and τ = −5× 10−8 to glean insights from simulated photospheric data.

Our quantitative estimates of Poynting flux do not reveal a consistent picture with respect to whether photospheric

Poynting flux is sufficient to explain chromospheric and coronal heating (Table 1). However, we can outline several

important findings:

1. The ideal-MHD approach yields ambiguous estimates of Sz, but this could be explained by the quality of available

data. When considering only pixels with relatively high magnetic field values (|B| > 50 G), the resulting average

Poynting flux suffices to explain chromospheric heating, but Sz averaged over all pixels does not (Figure 8).
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It is possible that, due to instrumental limitations, we miss on many of the small and/or transient magnetic

concentrations;

2. The 180◦ azimuthal ambiguity barely affects the estimates of the ideal-MHD approach (Figure 7). This is because

Poynting fluxes derived via the ideal-MHD method are dominated by the emergence term vzB
2
h. This could also

explain the lack of Poynting flux when averaged over all pixels. The importance of the emergence term has

been reported before, but it is likely exaggerated in our results, since pixels with both vertical and transverse

magnetic field (which are both necessary to produce the wave term (vh ·Bh)Bz of Poynting flux) are difficult to

detect in QS magnetograms. Indeed, in MURaM simulations, the wave term is on average positive and larger in

magnitude than the emergence term, which is concentrated in IGLs and, consequently, is negative on average.

When more advanced observations are available, such that the bias against the wave term is diminished and

resolving azimuthal ambiguity becomes relevant, we point to our Poynting flux optimization method as a way to

disambiguate azimuths while meaningfully constraining Sz;

3. Poynting flux obtained with the PDFI SS method is highly time-dependent, insufficient for chromospheric and

coronal heating, and is negative in many of the frames in our time series (Figure 8). It is also sensitive to azimuth

disambiguation. The variability and sensitivity to magnetic field azimuthal orientation can be caused by the

reliance of PDFI SS on spatial and temporal derivatives, combined with the noisy data sample. The closeness of

it to zero can be attributed to the photosphere being a boundary layer between convection-dominated subsurface

and radiation-dominated lower atmosphere;

4. MURaM simulations also display vertical Poynting flux that flips sign around τ = 1 and is dominated by

(unsigned) horizontal Poynting flux, supporting the boundary layer explanation (Figure 9). Sz in MURaM

simulations is frequently negative around the τ = 1 surface, particularly in IGLs (see Figures 2 and 10). At

the same time, the upward Poynting flux is more than sufficient to explain chromospheric and coronal heating.

While it may look like Poynting flux is close to the heating threshold around τ = 1 (Figure 9), this region is in

the deep photosphere, where the sign of Poynting flux flips and below the formation height of most observable

spectral lines. It should be noted that MURaM simulations that extend into the corona (Rempel 2017) produce

a self-maintained QS corona (about 1.5 Million K) with sufficient Poynting flux. However, those simulations have

lower resolution and the Poynting flux comes more from braiding of QS network field that is mostly absent in

our simulation set. MURaM simulations of coronal loops also show that photospheric energy output is sufficient

to maintain hot corona (Breu et al. 2022, 2023).

The main question – whether observed QS photosphere produces enough magnetic energy in the form of Poynting

flux to heat the chromosphere and corona – remains open. There are, however, promising signs that this uncertainty

will be cleared up in the future. DKIST observations, particularly with VBI, DL-NIRSP, and VTF instruments, can

be used to observe photospheric magnetic fields with unprecedented polarization sensitivity, resolution, and cadence

(Rimmele et al. 2020). Repeating this analysis with DKIST data is one of the most obvious avenues for future work.

We can also improve our methodology moving forward, particularly as it pertains to transverse magnetic field

inversions, including azimuth disambiguation, and transverse velocity inversions. For the former, a physics-based

approach such as ME0 is preferable to the more stochastic or optimizing approaches used in this work. We can also

use acute angle disambiguation, provided we have QS observations sufficiently far from the disk center. We may also

achiever higher fidelity in transverse magnetic field inversions by using an inversion scheme that solves for magnetic

filling factor (Leka et al. 2022). For transverse velocity inversions, modifying DeepVel so that it is trained to match

vorticity as well as velocity can be useful, since Poynting flux is associated with shear flows and vortices in IGLs.

Finally, numerical MHD simulations present a convenient avenue of exploring relationships between time- and height-

dependent upward flux of magnetic energy and different structures in the quiet Sun. This area has remained largely

unexplored, due to a lack of observational counterparts with which to verify potential findings, but it is more relevant

now, in the era of DKIST. For an investigation of Poynting flux that is more directly comparable to observations,

observables such as Stokes vectors must be computed using forward models and then inverted. It should be noted that

it is unclear whether such an approach will result in physical values, since inversions produce quantities on optical

surfaces where vector cross products are not meaningful. However, an approach involving forward modeling can be

used to assess the model fidelity and, by extension, whether it can be used to make useful Poynting flux predictions.

Detailed and focused studies of numerical simulations are therefore necessary.
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Gošić, M., de la Cruz Rodŕıguez, J., De Pontieu, B., et al.

2018, ApJ, 857, 48, doi: 10.3847/1538-4357/aab1f0

Hoeksema, J. T., Liu, Y., Hayashi, K., et al. 2014, SoPh,

289, 3483, doi: 10.1007/s11207-014-0516-8

Ishikawa, R. T., Nakata, M., Katsukawa, Y., Masada, Y., &

Riethmüller, T. L. 2022, A&A, 658, A142,

doi: 10.1051/0004-6361/202141743

Jafarzadeh, S., Solanki, S. K., Lagg, A., et al. 2014, A&A,

569, A105, doi: 10.1051/0004-6361/201423414

Kaithakkal, A. J., Borrero, J. M., Yabar, A. P., & de la
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